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Chapter I

INTRODUCTION

The Comparative Prediction Methodology for Decentralized DDBMS program,
to be called 'effort' in this report, was undertaken to prepare a set of
software programs that can sarve multiple purposes, This report gives a
status snapshot of that effort at the end of a 12 month period. Once
the preliminary reviews of the szope of thz prozram were completed it
was obvious that the final objectives of thz proposal could not be com-
pletely obtained in th2 one year that was allotted. Howaver, it is the
contention of the investigators that a3 considerable stzp toward the end

goal has been attainad.

As described in the proposal, two clearly ilefined and s2parate areas
of interest ware to be investigated, the developnant of a programming
package that eould s2rve as support and background for the simulation of
distributed systems, andi ths development of a model for the simulation
of thz2 Concurrency Control Algorithm of the SDD-1 system., The two sac-
tions indeed run as a single program. Howaver, ths DIstributed System
Simulator (DI3S) package is a generalized support aid for the simulation
of a W“ide range of distributed system models and is a stand alone sup-
port package. Tt is Jesigned to work with 31y algorithmic description
that converses satisfactorily with the DISS pazkage. There are of
course a set of rules that must be obeyed wh2n designing tha distributed

system model so that the two major sections interface correctly and thus




_—

S

e gp———

mutually support each ather. The sezond software s2ction developed is a
model of the SDD-1 Concurrency Control Algorithm. This model has been
designed to operate with the DISS package and is now in operation. All
programs Were written {n th2 Simscript II1.5 prozramming language

(Russ73).

This report contains a mnore detailed review of the two programming
sections in Chapters 1I and TIII. Tha Concurrency Control Monitor
designed for the Algorithm is discussed in chapter IV, A description of
the Performance Measurements planned for the model andi the Performance
Evaluation is given in Chapters V and VI, The conclusions and recommen-

dations are presented in Chapter VIT,

FROURENPY.




Chapter II

THE DISTRIBUTED SYSTEM SIMULATOR

Repeated generation of simulation models representing queues and ser-
vers, computer systems, computer operating systems, and distributed sys-
tems has led to the concept of designing a generalized model that can be
used as a basis by a large family of applications. Th2 areas mentioned
and especially the subject of distributed computer networks today offer
sufficient common simulation requirements to warrent the formulation of
a general framework within which one can moijularly model a particular

system.

The DIstributed Network Simulator, (DISS), package was designed to
allow the modeler to concentrate his efforts on the uniqus algorithmic
aspects of the system, and release him from preparing the standard
repetitive elements of a simulation experiment of a distributed system
model. Such an approach reduces the time of the model design period and
of the amount of code required to prepare. At the same time this method
offers a broad range of organization options ani performance measurement
features, A simulation axperiment using DISS comprises two major sec-
tions when in execution, a) a modeler supplied s2t of processes and

operating parameters and b) the fixed background framework.
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The user supplied material deszribes the network characteristies such
as configuration, operating conditions, node spzacifications ani other
applicable details that are peculiar to this model. Th=2 concept of a
node is left to the modeler and can represent a simple control element
or a complete indepanient system. Th2 user supplies a process descrip-
tion of each unique type of node that is incorporated into the network.
The processes are the modular elements of the system. The process con-
tains all algorithmic descriptions of the tasks implemented by the node
including the initialization of communications with other elements of
the network. The user must also supply all the necessary parameters
required for the simulation runs, and the output options. The pro-
cesses that are prepared must contain the necessary interfaces to the
background framework in order to establish the simulation structures
required, Thase struztures, based upon local nodal paramsters, then

belong to the particular nole.

The background framework has been developad to meet the general simu-
lation needs of a wide range of distributed system problems that can be
represented as directed graphs. From the network input information the
configuration and the nodal relationships are established. The nodes
are initiated by the background routines that supply the necessary simu-
lation structures required for ths runs. These include the establish-
ment of the measurement facilities offerred by the programming language

and requested by the individual node as required.

i
i




In addition to the standard automatic statistics collecting features
of the language the user may call upon DISS routines that supply confi-
dence intervals and autocorrelation dJdata for selected variables. The
package also contains a3 sophisticated tracing routine that permits a
detailed step by step reporting of system conditions as spz2cified by the

modeler and is intended for debugging and verification purposes,

A more detailed and complete description of DISS appears in Appendix
A as a self contained report. This report was submitted and will appear
in the Proceedings of the Summer Computer Simulation Conference that is
to take place on July 19-21, 1982 in Denver, Colorado. Referenze mater-

ial for the DISS package is found in Appendix A.




Chapter III

CONCURRENCY CONTROL ALGORITHM

3.1 INTRODUCTION

A distributed multiple copy data base management System represents a
complex, highly sophisticated mechanism (B2rn78, Bern79a, Bern79b,
Bern80a, Bern80b, Roth80). The common denominator of all data base sys-
tems is that users enter queries in an attempt to retreive information
or to update the information maintained in the data base., If one is to
model a specific feature of a certain type of system, it is necessary to
analyze the system to determine those features that are common to the
entire family of systems and the features that are unique to the parti-
cular system of interest. It is then sufficieat to mnodel only those
features that are peculiar to the system of interest and to ignore the
common operations., This chapter reviews thosa features of a distributed
multiple copy data base system, selects those features that are direc;ly
involved with the concurrency control and finally prasents the model for

the simulation of the algorithm.

3.2 A COMPLETE SYSTEM

A generalized data base system can b2 charazterized by ine following
sequential operations that are carried out to m2et the needs of the

user:

1. Arrival of quzries




2. translation »f queries to det2rmine the exast requirement of the

user

3. Determine the best lozation of the 1esirei data and retrieve the
data. This may involve large sorting op2rations depaniing upon

thz 1ata base organization, the system architecture and the

nature of the quary.

4, Compilation of the quary commnandis to p2rform the raquired opara-

tions on the retrieved idata.

5. Execution of these op2rations at the loczations of the retrieved

data and then joining the partial results to form the final

rasults.

6. Presentation of these final results to the user, if requested.

7. Updating the jata base with the corrected data as requested.

If the data base is distributel over saveral sites, has multiple
copies of the data base fragments, has multiple entry for queries and
has no central control but has a3 local, cooparating, autonomous coatrol
for the execution of the quaries at each site then the sequ2ncing of the
execution of the quaries in order to maintain thz consistency of the
data base presents a3 s2rious problem. Th2 basic rzquirement for global
data consistency remains. This development program has bean involved in
the construction of a model of an algorithm that guarantees data base

consistency whan the Jata base is distributed with reduadent copies of

Gomooaka o




selected fragments of the data basa. These algorithms are call Concur-
rency Control Algorithus. Recently, twd> comnplete families of concur-
rency control algorithms, Two-Phase Locking (Mana80), and Timestamp Ord-

ering (Thom79), have been reportad (Barn31),.

This effort has zoncerned its2lf with the Conservative Timestamp Ord-
erering algorithm associate] witn the SDD-1 progran. In modeling suzh
an algorithm for the typz of data Yase required, the quastion is how
much of the system operation is actually required to be modeled. Model-
ing an algorithm to determine its zost and efficienzy can be interesting
only if the parformance results of the moiel may be compared with those
of another competing algorithm running under similar coniitions. Tha
cost of implementing a1 algorithm is therefora reaijucei to all system
delays that can be 1directly charged to the algorithm. 1In a Jata base
system this can be interpreted as meaning the cost of the communications
required by the algorithm and any additional delays determined by the
implementation of the algorithm. But mast important, it means that the
cost of the data %asz op2rations common to all systems, mentionei in

section 1 of this chapter may be ignored.

3.3 SYSTEM MODEL

The system model design2d psrmits the modeler complete freedom in deter-
mining the system topolozy and th2 struzture of the data bass. The
model as designed contains a3 system of 10 nodes, made up of five TMs and
five DMs. The Data base is strustured with 11 fragments randomly spread
over the five DMs with a maximum of seven fragments at a single node.

This ﬁérmits for considerable replication of the fragments. Five tran-
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saction classes are defined executing Pt1, P2 and P3. The five classes
each have an allowable read-set and write-set consisting of selected
frazments, in keeping with the conflictingz class concept. Wnen new
transactions arrive at a class, each selects a random number of read and
write fragments, up to the maximum number assigned to that class and
then randomly selects the particular fragments. No duplications within

a set are possible.

The transactions execute all of the possible communications as
required by the SDD-1 system algorithm and these time delays are charged {
as part of the SDD-1 cost. Table 1 represents the message pattern of

the system.

P e e e e e e e e m e e am e e e m e ac e e —— - ————— +

i i ]
! TABLE 1 ] ‘
' } !
' System Messages H !
i !

i ; 5
} Msg. From To Purpose '

i 1]

I TS sssmssomoammoEoGsS S ome e e oSS emeEem S e .- 1

i 1 ™ Reaid DMs READ H

' 2 Read DMs ™ READ Complete H

i 3 ™ Read DMs EXECUTE H

H 4 Read DMs FINAL DM Partial Results H

1 S FINAL DM ™ EXECUTE Complete H

H 6 ™ FINAL DM Start UPDATE Distribution H

] 7 FINAL DM UPDATE DM UPDATE Distribution H

‘ 8 Update DM FINAL DM Secure Memory Update Complete !

: 9 FINAL DM ™ Phase I Update Completa '

' 10 ™ WARITE DMs Phase II Write !

' M ™ DM Periodic NULLWRITE :

! 12 DM ™ Request for NULLWRITE i

: 13 ™ D14 NULLWRITE in response to reqg. i

' 14 Read DM ™ READ Rejected ' i

1) .

] ]

P e mc et e —— e ——————— D e it L -
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3.4 MODEL FOR THE SDD-1 CONCURRENCY CONTROL ALGORITHM

The model designed for the SDD-1 Conzurrency Control Algorithm is based
upon the use of the DISS package described in th2 previous chapter. 1In
keeping with the DISS discipline three processes were designed, an Exe-
cution Manager (EM), a Transaction Manager (TM), and a Data Manager
(DM), The TM and DM processes are fashioned after the suggested process
design of the DISS package. As described in the DISS report in the
Appendix, a nodal prosess is characterized by the External Alert Func-
tions, the Internal Alert Functions and by the Termination Function axe-

cuted by the process.

3.4.1 TM

The generalized TM Process executes the following functions:

3.4.1.1 External Alert Functions:

1. Read Complete msg. no. 2

2. Transaction Rejection msg. no. 14

3. End of Execution nsg. no., 5

4, End of Update Distribution msg. no. 9

5. Request for a Nullwrite msg. no, 12
- 10 -
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3.4.1.2 Internal Alert Functions:

1. End of Message Transmission |

2. Send Periodic Nullwrite msg. no, 11

3. Arrival of New Transaction

3.4.1.3 Termination Alert Function

3-“02 D_b!

The generalized DM Process executes the following Functions:

3.4.2.1 External Alert Functions:

1. Arrival of Nullwrite msg. no, 13
2. Arrival of Write msg, no, 10
3. Arrival of Read msg. no, 1

Functions 1, 2, and 3 share in the use of the SCAN procedure.
The three functions and SCAN implement the Conzurrenzy Control

Algorithm.

4, Execute msg. no, 3

5. Partial Results Arr, Final DM msg. no. 4

6. Start Distribution msg. no, 6

7. Phase 1 Update msg. no. 7T

-11 =
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8. End of Phase 1 Update msg. no, 8

3.4.2.2 Internal Alert Functions:

1. End of Message Transmission
2. End of Access to Data Base

3. Timeout Request for Nullwrite

3.4.2.3 Termination Alert Function

3.4.3 EM
The Execution Manager process is designed to execute its required func-
tions in a sequential manner s> as to manage the complete experiment

from start to finish. The following is a list of these functions:

1. Initialization and file control

2., Network Establishment

3. Network Topology printout

4, Experiment Control Paranster input

5. Data Base Definition

6. Node Establishment

-12 =
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7.

8.

9‘

10.

11‘

Simulation Control

Schedule of Termination Function for all nodes

Log Printout

Release structures

End




Chapter 1V

THE CONCURRENCY MONITOR

The order of accepting and processing requests for Data Access (DA) at
any DM is assumad not to violate the rulss mentioned in the 3DD-1 refer-
ences. A scheduling mechanism at each DM, called th=z Concurrency Moni-

tor, is responsible for this ordering.

4.1 STRUCTURES USED BY THE CONCURRENCY MONITOR

In the SDD-1 system each READ moessage carrias, among other things, a
list of conflicting classes . Th2 simulated motel uses 3 global matrix
to store conflicting classes inst2ai of sending tha2m with the read mes-
sage. Each DM maintains a Concurrenczy Table (CT) ravked by zlass aumn-
ber. As can be sz2en from thz Table 2, The CT contains two columns. Tha
first column stores the timestaqp of the asst racently processed1 WRITE
requa2st. The s=2cond colunn stores the timestamp of th2 most recently

processed NULLWRITE message.

For each 2lass I, a qu2uz for messages called Conzurrency Monitor
Quz2u2 of T, CMQ(I), =and1 a sat for uanet reai condiitions =zalledi Con-
flicting Classas Read Coditions (CC.RC(T)) are created at each DM. Upon
arrival, WRITE messages, NULLWRITE messazes, and azceptei READ messages
are filed last in tne correspondiing CHMQ. M2ssages are removed from the
CMQs only at the moment they cian azcess the local data base. The first

Submitted to the Jjata azcess quaue but not necessarily completed.

- 14 -
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TABLE 2

Conzurrency Table

[} ]
H i
] 1)
] 1
) 1
] [l
] f
] ]
t 1
] 1
i Timestamp of Timestanp of '
H most recently most recently \
H processad processai '
' Class WRITE NULLWRITE |
: H
| !
i 1 34527 34632 {
i 2 33674 33935 i
\ . . . g
’ :
1 1
] \
i i
e e e e M et e e e e e e e e N e e e m e S e m e —m o —————————————— +

member in eazh CMQ is called Immediately Panding (IP). If the IP mes-
sage in CMQ(T) is a READ with some unsatisfied ra2aj conditions, then,
for each unmet read condition, a membesr identifying the class for which
the condition is not met, is filed in the szt of CC,RC(I). A member is
removed from CC.RZ(I) whan ths class it points too, fulfills the read

coniition.

« Access to th2 lozal databass is through the Data Azcess (DA) queu2

which is 3 simple fifo quzu=2.

4,11 Concurrency Monitor Priorities

Conzurrency Monitor raquests for data access is made at the D4 by a low-
priority-first mezhanism. Each IP messaze is given a PR nunbar which
defines it's priority. Th2 PR 2f a WRITE or a NULLWITE is simply it's
TS. For establishing the priority of an 1P READ message, threa cases

are considered:

- 15 -
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1. If all read conditions for the READ are met, PR is the read tim-

stamp TSR.

2. Not 3ll read conditions are met and no WRITE or NULLWRITE message
is pending in the CM) of any conflicting class which do2sn't meet
the read condition., In that case PR is also th2 TSR associated 1

with the message.

3. Not all read conditions are m2t and at least one conflicting
class with unmet read condltion vas 3 WRITE or NULLWRITE pending

. in it's CMQ. In this case the PR is the lowest TS amnong the

Sl oini

WRITES or NULLWRITES pend.ag in the CMQ's of the conflicting

classes with unsatisfied read coniitions, 4

PP

Schedulinz is done by lowest priority first except for one case which

will be discussed below.

: 4.2  ARRIVAL OF A READ

An arriving READ massage is first checked to see if it is immediately
! rejectable., A READ must be rejected only if a WRITE from a conflicting
; class with TS greater then the read timestamp TSR was already processed.
The information in th2 CT is used for this check. 1In case of a rejec-
tion, a READ REJECTED message is sent to the supervising ™. Tha TM
] retries the Transaction READ oparation up to 19 times before abandoning

the Transaction. If READs are dJistributed among several DMs, those

READsS that are not ==2jected must be cancelled. The TM assigns a new TS

for each new retry until the cause of th2 rejection is eliminated. An

- 16 -
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accepted READ is filed last in the corresponding CMQ and if it is IP,
real conditions are checked, PR is calculated and a SCAN proczedure,

dicussed later in this section, is called.

4.3  ARRIVAL OF A WRITE

WRITE messages are never rejected. A new WRITE from class I called
Wi(I) has just ARRIVED, If no other WRITE or NULLWRITE precedes Wi(I)
in CMQ(I) then the read condition and the PR for each IP READ with 2lass
I as an unsatisfied read condition is checked, Assune that I is in J's
setvof conflicting classes and there is an IP READ called Rj(J) in
CMQ(J). The PR of Rj(J) is PRj and it's TSR is TSRj. The TS of Wi(I)

is TSi. Three cases are considered:

1. TSi < PRj. The new WRITE has a low2r timestamp than the one that
previously determined, PRj. PRj is set to TSi and the read con-

ditions are not changed.

2. PRj < TSL < T3R) . No correction is needed. Wi(I) does not ful-
fill the read condition of Rj(J) and TSi is not the lowast times-

tamp in the unsatisfied read conditions of Rj(J).

3. TSRj < TSi ., Wi(I) satisfies the condition of Rj(J). The membear

specifying I as an unmet condition is removed from CC.RC(J).

If a modification is made to any IP READ or if Wi(I) is TP in CMUTI),

the SCAN procedure is be called.

- 17 -
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4.4  ARRIVAL OF A NULLWRITE

Since more then one NULLWRITE can carry the sane timestamp, new NULL-
WRITES are ignored if a NULLWRITE with the sane timestanp already 2xists
or was processaed, Otharwise,ths same procedure as for a new WRITE, is

performed for th2 ne2w NULLWRITE.

4.5 SCANING THE IP MESSAGES

Whenever a change is male to an IP messsage, the SCTAN proczedure is
called. SCAN is responsible for transferring DA requ2sts from the CMQs
of a particular DM to the Did's DA queuz, Thz2 trainsfer is made as soon as

possible and without indefinitly postponing any request (Bern3db).

As 3 first step, IP messages at thz DM 3re scanned for the minimum
priority, MIN.PR. No two IP WRITES or two IP NULLWRITES or IP WRITE ani
IP NULLWRITE can have th=2 sane PR. This is tru2 because their PRs are
equal to their TSs and mnessages from Jdifferent classes zan not have the
sane TS (a WRITE ani a NULLWRITE from the sane class can have the same
TS but can't b2 both IP). Th2 problem is that there can be a single IP
WRITE or IP NULLWRITE ani one or more IP READs, all having the samne
MIN.PR. This situation can occur wh2n for all thos:® READs the WRITE (or
NULLWRITE) is the unsatisfied read condition with the lowest timestamp.
If this is the case, the WRITE (or NULLWRITE) is takea as the MIN.PR.
Whan more than one message has the same MIN.PR, but all of them are IP

READs, one of tha2m is taken as the MIN,.PR.

A simple low priority first mechanism has sone potential deadlocks.

One of the potential deailocks is discussed in (Mcle81). As an example

- 18 -
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of a situation that can cause that kind of deailock, consider a system
with two classes, I and J. I is in conflict with J and J is in conflict
with I, There are only two transactions in the system, i in I and j in
J. Each transaction sends it's READ to a 1ifferent DM and waits there
for the other class to satisfy thz reaid condition. Since no transacztion
can process ani no DM can dJetect the deadlock, this deadlock can't be
broken unless NULLARITES are s=ant. 1In the simulated algorithm a READ
that has reacha2d the point of MIN.PR and can not fulfill all of it's
read conditions for a timeout period causes th2 requ2st of a NULLWRITE

message for each unmet reai condition.

A seconi potential deadlock is deszribzd in (B2rn82b) It arises in
tha above situation when the READs arrive at thz same DM. It can easily
be sean that no special aztion must be taken in addition to NULLWRITE
requast., The deadlock breaking described in (Barn30b) is not needed and

will not help solve the problem in the system considered here,

reajset

Wwritessat

Figure 1: Conflict Graph
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Th2 third typz of deadlock 32tuslly oczcured in the nojel discussed
hare., As an exanple o2onsider a system Jith three classes of transacz-
tions, I, J ani K. The conflict grap- zaus=21 by their real and write
sets is shown in Figure 1., As zan be s22n from this zraph, class J runs
P1 against class I and class>s I and K rua P3 against eaczh other. Only
two transactions 2xist in th2 systemn, { in I ani j in J. Their times-
tamp order is T3j > TSRj > TSi =TSRi . The reai messages, Ri and Rj,
are sent to the same DM. Rj arrives first ani requassts a NULLWRITE from
T™i (the THM suparvising class T1). As Ri arrives it becomes the MIN.PR
(PRL = TSi) and requests 3 NULLJYRITE from TMx. Mz2anwhile the NULLWRITE
massage from THi arrives carrying a timestamp which is equal to TSi. Ri
anl Rj nhave the sane priority. Assume Rj is s2lected to be the MIN.PR
message. Rj will remain 3s the MIN.PR until th2 T4i NULLWRITE will be
process2d, The T4i NULLWRITE cannot be prozessad until Ri will be pro-
cesssd and Ri cannot be processed because it is not the MIN.PR messaze.

A deajlock situation exists.

The next exanple of the third type of deailock is more general. Let
class I be in the set of conflicting classes of J, s> J must perform P}
against I, Three transaztions are considered, i and i' in class T and j
in J. Their timestanp order is TSi < Tsj < TSi' ani for simplicity
assume that for each on2 of them TSR = T3. Assune that i arrived first
in th=2 systen ani it's Ri (reat message) fouai an idling DM4. Clearly i
can azcomplish it's reail ani exezution phas2s. Mz2anwvile, j enters tha
system and it's Rj reachzs some D4, say DMk. Rj can not be processed
because it's reai condition T is aot satisfied. Transaztion i' presents

itself at TM(I) before i has finish2d its 2xecution phase. TIf Ri’
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doesn't conflict with Wi, TM(I) can send Ri' without waiting for the

completion of i. Assume that Ri' 1is sent to DMk. Ri' is IP and has
no reail condition to me=2t, so, it <could have read but it is not the
MIN.PR message at DMk, Tnerefore Ri' will wait until Rj will be removed
from the CMQ, Transaction i now senis Wi to DYx wicere Wi is filed after
Ri' in CMQ(I). As a result, the priority PRj of Rj is lowared to T3i so
Rj still has the MIN,PR. After a timeout period Rj will request a NULL-
WRITE from TM(I). The latest timestamp this NULLWRITE <an carry back is
T3i' which is large ensuzh to satisfy the read condition of Rj'. Uafor-
tunately Wi is still p=2nding in the CMQ(I) and filing the NULLWRITE
after Wi will not do any good. 0Oa the other hand, moving it to the head
of CMQ(I) as suggestsd in (Bernf80b) will violate the write pipelining

rule, therefore it is forbidden.

To avoid this kini of deadlozk, one more scheduling rule is needed:
If the IP message with the minimum priority MIN.PR is a READ (Rj) whose
lowast priority unsatisfied reai condition is a message from class I,
Mi, with TSi, than, Mi is moved to the heai of CMQ(I), and processed
immediately. According to the rules for calculating the PR of a READ,
Mi can be a WRITE or a NULLWRITE but not a READ message. Clearly Mi is
not IP since it's priority is equal to the MIN,PR but it was not
selected as tha MIN,PR message. It is also, easily seen that only READs
can be ahead of Mi in CMQ(I). A WRITE (or NULLWRITE) preceding Mi in
CMQ(T) must have a low2r PR contradicting the choice of Mi as tha lowest
priority unsatisfied read condition. If Mi is a NULLWRITE, processing
it before it's preceding READsS will not effect thosa READs because Mi

will not make any change in th2 data base files. If Mi is a WRITE, the
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READs preceding it belong to transactions that will write after Mi,
therefore they :@must have later timestamps. Thos=a READs would not have
been releasad from TM(I) unless they didn't conflict with i's WRITE mes-
sage Mi. So, processing Mi first will not change lata items needed for

those READs.

Accompanied by the previous rule the correctness of the lowast-
priority-first scheduler can be shown. Let M be the message with the
lowast priority. If M is a NULLWRITE it can be processed immediately.
NULLARITEs are not held by READs ani must obey only the write pip2lining
rule, If M is a3 WRITE it will be held oaly by an IP READ with a3 read
condition that has a timestamp smaller than M, contradicting the choice
of M, Therefore the WRITE can be immediately processed (BarnS0b). If M

is a READ, three situations must be cheagked:

1. All read conditions are met: The READ can immediately be pro-

cessed.

2. Not all read conditions are met and thare exists a peniing mes-
sage called Mi which is M's unmet read condition with the lowest
timestamp. This is the situation in w4ich the extra rule is
invoked and Mi will be passed to ths heai of CMQ(I) and bacone

the MIN.PR,

3. Not all read conditions ar2 met but no panding WRITE or NULLWRITE
exist in any CMJ of any unmet reai condition. For eazh unnet
read condition a WRITE or NULLYRITE will eventually arrive.

Assume Mi arrived. 1If T is the last unmet reai coniition in M

S SEP N F




and Mi satisfies this zondition, case 1 exists., 7Tf Mi satisfies
I's condition %“ut M still has other unmet reaid coniitions, this
case remains, 1If it does 2ot satisfy 1's read coniition case two
exists. Since there are only a finite nunber of timestanps smal-

ler than TSR of M, eventually case one wWwill exists.

After each pass of SCTAN, a messaZe is chosan. This message is called

M. M can be a READ, WRITE or NULLWRITE ani for each typ2 different

actions are taken.

M is 2 WRITE: 4 can be immediately transferred from the CMQ %o
the DA qu2u2, In aidition th2 following operations are per-

formed.

a) The TS of M must replace the most recently processed WRITE
timestamp stored in the Concurrency Table (CT) in the row cor-

responiing to M's class,

b) For =ach IP READ whaich M is it's lowa2st priority uasatisfied
r2al coniditions, recalculatz the PR and check the read condi-

tions after removing M from it's CMQ.

¢) If after removing M from it's CA4Q the IP messagze in that CMQ
is a3 READ, calculate the PR and s2t the read conditions for

that READ,

M is a NULLWRITE: The NULLWRITE is treated as a WRITE with two

exceptions., First, the NULLWRITE is destroyi after being removed




from the CMQ since it dosn't azcess the jata. Sesconi, it's TS is

stored in the most recently processed NULLWRITE column in the CT,

3. M is a3 READ: If not 3ll read conditions for M are satisfied M
Wwill remain in the C4Q and ths scheduler will wait for further
information. Otherwise, the READ can a2cess the iata. It will be
resoved from the CM2 and filad in the DA qua2uz2., In aidition, if
tha IP message, after removing M from the CMQ, is a3 READ, it's PR

is calculated and it's read conditions are sat,

If any wmodification was maie during the SCAN pass, anoth2r pass of SCAN

is zalled.

Th2 DA quzuz is a FIFO quz2uz2 with 2 single sarver. The average time
needed Qpr one 132cess is an internal paraneter at esach DM and it can be
fixed throuzh the input information of the D4, Access time is exponen-
tially distributed arouni this average. When a READ message ends data
access, a READ-ENDED message is s2nt to the supervising ™. 1If a WRITE
ends its data access a check is male to seze if this is the last WRITE

message for the transaction, and if so, the transacztion is destroyed.

A block diagram deseribing the SCAN proczedure is given in Appen-

dix(B).
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Chapter V

PERFORMANCE MEASUREMENTS

The model developed for the SDD-1 Concurrency Control Algorithm charges

time delays in the simulation model to the following oparations:
1. Time lost due to quaueing for execution at arrival.

2. Massage transmission time (when m2ssages are s2nt in parallel,

the longest time interval is considered).

3. Queuaing time in tha Concurrency Monitor while a3 Read or write

request is waiting to be released for data access.

No additional overh=ai or op2rational time charges are made in the for-

mation of the response time of a Transaction.

The performanca measurements are to be presented as a series of
graphs individually representing behaviour of Transactions running under
P1, P2 and P3 respactively. The behaviour of each protocol typz is
again separated over a series of Transaztion Interarrival Time graphs.
The arrival rates are chosen to demonstrate the system response at the
limits of a lightly loaded system, a near saturated system ani a set of

mid-range arrival rates. The variables measured are

1. Transaction Response Time - the time interval beginning with the

transaction arrival time and terminating when the TM sends the

Y e Ry S . i .




write message to the DM, It is assumed that 3all transaction read

and write.

2. The numbar of Transacztion rejections. (Rejections are retried 10

times and are then retracted from the systam).

3. Queu2ing time in the Concurrenzy Monitor - when a rzad or write
requa2st is waiting to be releasei for data access. (Wien parallel

efforts are malde, the longest quzueing time is used).

These variables are plotted as a function of the delta-read-time used to
form the Reail Timestanp for the P1 ani P2 type transactions., D2lta
ranges from 0.01 to 7.6 of the interval betw2en this timestamp and the
timestamp of the previous transaction of that class. Each graph con-
tains a family of curves uwiere the curve paraneter is the NULLWRITE

timeout interval.

Due to insufficient time to complete the measurements of the model as
described in this report, a set of measurements similar to those des-
cribed above but relating to a simplified model as presented hzre., The
simplification of the m:<asured model lies is the assunptions made for
the data base. In the s.nple Jata base there are no fragments. The
data base as a unit is replicated at zach DM. Suzh 2 configurei idata
base then reiuces th2 numbar of messages sent., In aidition the simple
model has no fazilities to retry transactions that were rejected during
the atte2apt to reail. Such transactions are abandoned in the simple
model. All other rules for the implementation of the transaztion

classes, protocols, and thz2 zoncurrancy control algorithn are the same,
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Appandix C contains two sample printouts of short simulation runs of
the simplified model. The first set of output data represents a run
made for the collection of statistics and so contains no additional
tables. The second run was made to illustrate the tracing capability of
the DISS package, the Transaction Completion Table and the DM LOG as

prepared by the 3SDD-1 algorithm processes.




Chapter VI

PERFORMANCE EVALUATION

This chapter presents the performance measurements made on the SDD-1
model represanting the simplified system and thus thz simplified data

base.

The simulated DB is 3 collection of replicated logical fragments.
Four classes of transactions, denoted as class #1 throuzh #4, are
defined. Class detiinitions and th: corresponding conflict graph are
presented in Figure 2., As can be se2en from the conflict graph, classes
1 and 4 have no conflicting classzs, (Class 2 must parform P2 against

classes 1 and 3, and class 3 runs P3 against class 4.

The network on which this D3 is implemented, is composed of two cen-
ters with three nodes in each one of then. Figure 3 shows the network
topology. The number inside each node is the node ID number, ani the
nunber on every communiction line is the delay, in milliseconds, intro-
duced by the line when 3 message is s2nt through it. As can be seen,
the commuaication betw2en nodes from different centers is twenty times
more expensive than the comnuaication within the center. Nodes 1
through 4 are TMs suparvising the corresponiing classes, Nodes 5 ani 6

are DMs.

The effects of three parameters on the system performance is des-

cribed. The first parameter, called Delta, is the portion of the
- "8 -
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'permitted range' subtrazted from the transaction timestamps to create
the read timestamps. The saconi parameter is the interarrival time,
IAT, of new transactions 3t tha TMs. And the third is th2 timeout inter-
val, TO, invoked before requasting or saniing a MNULLWRITE. The systen
performance is <haracterized by the average Ra2sponse Time, the average
time spant by READ requests at the CMQs (Reail CMQ Time), the propor-
tional nunber of rejected transactions, anid th2 average number of mes-
sages sa2nt per transaction. The simulation results are summerized in

the following graphs, All time units are in milliseconds.

Graphs 1 through 7 describes the average responss2 time as 3 function
of D2lta, for different classes at different timeout values, TO, for
differert interarrival times, TAT. These graphs show 2 variation of
the response time of class 3 3s 3 function of Delta. Class 3 ruas P3
therefore it is not directly influanced by the valu2 of Delta., The var-
iation in response time shows the dep2ndency betw22an classes in this
system. The nost sensitive class, as can be sszen from these graphs, is
class 2. Therefore the remainder of this chapter will concentrate on

this class.

Graphs 9,9 and 10 present the average READ CMQ time of transactions
from class 2 as a fuaction of D2lta. Th2 TO and IAT are similar to
those in graphs 5,5 and 7. Comparing the respoas2 time with the read
CMQ time shows a similar behaviour when the systam is not loaded (large
delta). When the loal increas2s and th2 response time climbes very
rapidly, the real CMQ time tends to stabilize on a value almost indepen-
dent of thz2 TIAT. This valu2 iniicates an approximate naximun rate,

under a given TO, at which the DY can handle iata azcess requests.
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A traie off can be sz2en by comparing the response time behaviour

(graphs 5,6,7) and th2 awount of transacztion rejections (graphs
11,12,13) as a function of D=2lta., Increasing De2lta, improves the res-
ponse time but increases the nunber of rejections. A compromise will be
found. In th2 given example, a Delta of 9.2 - 0.3 seens to be the best

choice.

The response tim=z, the2 read CMQ time ani th2 numnber of rejections,
are improved as TO is Jecreassd. On thz other hani, the nunber of mes-
sages sent per transaction, 1increasses as TO gets smaller (graphs
14,15,16). 1In a3 system wh2re the communication lines are us2d not only
for the DDBMS, and the lines are loaded, inzreasing the number of mes-
sages is not desirable. Graphs 14,15 and 16 indicates that for this
system, the number of messages increases very sharply for TO below 79
miliseconds. Taking into acount all these effects, the measured system
is expescted to give Zood results using D2ltaz 0,2 - 0.3 , and TO= 70 -

100 miliseconds,
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Chapter VII

CONCLUSIONS AND RECOMMENDATIONS

The preliminary parformance measurements presented in this report are a
strong indication of the valus2, flexibility ani1 pow2r of full systen
simulation using a modular simulation tool. 1In effect, this report cov-
ers two interrelated areas of activity. Tha DISS package proved to be a
very flexible toosl and proved its2lf by the relative =2ase with which the
simplified model was mnodified to the2 full fragmented data base model.
The curtailment of the program did not p2ramit the prop2r completion of
tha intended goals of the development effort as originally intended. 1t
is suggested that an effort be mnaje to prepare the necessary Jlozumenta-
tion of thz two prozramming s=2ctions. The DISS package, as 3 general-

ized simulation aid, is intended for us2 for any distributed system

simulation.

Th2 simulation prozram of the SDD-1 algoritham, prepared to run with
the DISS pazkage, should be Jocument2d as w2ll as this is but a research
tool for furthzr development of the algorithm., 1In addition, 2 competing
algorithm, suzh as some version of the two phase locking schame, should
be implemented in the same simulation environmeat s> that an objective
comparison of the efficiency and costs of the dJifferent scheames may be

maie.
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Appendix A

THE DISS METHOD OF DISTRIBUTED SYSTEM SIMULATION

Miron Livny ani Myron Malman
Department of Applied Mathematics
The Weizmann Institute of Science

Rzhovoth, Israel

A1 ABSTRACT

The growing activity in the area of couplex distributed systems has
introduced the need for simulation aids that enhance the mnodeling time
of thase systems. A simulation modeling tool based upon the Process
conzept of SIMSCRIPT II.5 and addressing itself to Fully Distributed
Processing systems is presanted hare, The package is based upon the
principles of loos2ly coupled nodes displaying a cooperative autonomy in
their internodal relationship. The two levels of modularity used offers

flexibility and extensibility of the models. A modeling procedure and

example are presented,.




—

A.2 1. INTRODUCTION

Fully 2 4istributed processing systams are a growing ph2nomenon. Their
size, complexity and cost are continuously on th2 increasz. The advisa-
bility to construst such a3 system without having it undergo a complete
simulation is reduced as the system complexity grows. The need for
simulation aids that particularly address thz needs of such systems is
very current., This papar Jescribes a software package that was devel-
oped for the axpress needs of simulating distributed processing systems.
DISS, DIistributed System Simulator, was designed to support ani comple-
ment th2 modelers efforts to simulate multiple node, loosaly coupled

networks that can be Jdepicted as directed graphs of arbitrary topologzy.

Modularity and extensibility are th2 major advantages of fully dis-
tributed systems, A performance study of such 3 system will unioubtedly
include an anlysis of the impact of topological changes and replacements
of componants on tha parformance of tha2 system. Therefore it is desired
that 3 simulation model of such 3 system will also be modular and exten-
sible., An attempt was male in this package to p2rmit the mnodeler full
independence in the choice of ths algorithmic description of the systenm,
while using modular struztures to build thz masdel. DISS was written in
the SIMSCRIPT II.5 programming language (1). Previous efforts to design
simulation models of distributed systems have resulted in major projects
and their successful, non-modular organization maje molifications diffi-
cult and tha2ir use for near-like nsdels impossible (2),(3). The latter

model had network topology flexibility and the nodes represented pdp-11

2 This research w23 supported by th2 Unitad Statas Air Force, Air Force
Office of Scientific Rasearch under Grant No. AFOSR 81/0147.
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systems with parametric flexibility. But the attempt to replace the CPU
meant to redesign the entire model. Other simulation programs and pack-
ages have been designed for the express purpose of simulating communica-

tions protozols (4),(5).

The underlying motivations and principles of the type of systenm
organization with which the package is intended to be used are reviewed
below, and the content and s2rvices supplied by the package routines are
discussed. The services provide a cohasive seot of functions that are
common to such distributed systaems displaying decentralized control (6).
This package capability enables the modeler to zoncentrate on the use of
a highly modular method of algorithmic descriptions which contain the
linkages to ths services supplied by the DISS pazkage., Th2 paczkage con-
siders the node as the building block of the mnodel. The specific archi-
tecture sugzgested for the node is based upon an implementation of a uai-
qu2 'WAIT UNTIL' type of statement used when alerting nodal members of a
model. Tha organization of the 'WAIT UNTIL' strongly suggests a
'PROCESS' type of architecture for the node (7). This style is particu-
larly convenient in handling loosely coupled nodes that can accommodate

multiple resources and concurrent timing delays.

Section 2 of the papar describes the background experience that moti-
vated the preparation of the package. The overall struzture of DISS is
presented in Section 3, and some of the critical design features of a
model are discussed in sa2ction 4, Th2 suggested architecture of the
node process is presanted in szction 5. A description of a zomplete

simulation study of a system is described in s2ction 5 and the implemen-
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tation of ths modeling procedure on 2 sample nodel is presented in sac-
tion 7. The 2axparizncze of th2 authors aad the direction for future

development i3 discussed in th2 conclusions of saction 9.

A.3 2. MOTIVATION FOR PACKAGE DESIGN

The organization of DISS has been strongly influznzed, if not guided, by
the modeling and simulation expariencze of ths authors aad by the simul-
taneous formulation by Enslow of thz definitions of Distributed Process-
ing Systems (6). Th2 simulation studies mentioned above wa2re of distri-
buted processing systems , but their rigid, non-modular design male the
models useful only for their single intended expariment. It became
clear that these models had many zommon oparating characsteristics, yet,
it was 1impossible to share s2ctions of one2 model with sections of
anothar model, The mnodels ware of distributed computers and of computer
networks. As such they are Jdepictable as directed graphs. These dis-
tributed system models, without a zentralizei controller, allowed com-
plete autonomy to each node, such as to accept or reject tasks, ani
thare ware global directories so that the task in the node did not see

the entire system.

The explicit features of such distributed systems have been aptly
jetailed by Enslow as Fully Distributed Processing Systems, (FDPS), dis-
tinguishing characteristies (3); the multiplicity of system resources,
the interconnection of the nodes, the commonality of nodal controls,
transparency of the system to the task and the autonomy of the node, Of
these, the most distinguishing attribute was singled out as the "cooper-

ative autonomy" of the node., It wis realized that the models developed
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were functionally abiding by these characteristics but the total lack of

modularity mnade thz models rigid and inflexible. A new approach was
sought that would encompass the desired system fuactioning characteris-
tics while at th2 sane time permit a simplification »f the modeling
procedure and allow 3 greater degree of flexibility in the implementa-
tion., It is the belief of the authors that thz DISS package presented

in this paper meats these aspirations.

The coupling struzture betw2en nodes is critical in FDP Systems and
is reflectad in the design of all nodal elements. Distributed systems
are characterized by the autonomy of their elements., The 2lements of
the.system are interconnected by a communications network through which
they exchange information, The means by which the communication system
transfers data, both physically and logically, should not violate the
autonomy of the system elements., Therefore a {ully 3jistributed system
has to be both physically and logically loosely zoupled. The physical
transfer of data, the physical coupling, has to be performed via a
shared 'mail box' that is not an integral part of the system elements.
In a Jdistributed computer system the 'mail box' should be an on-line
Input/Qutput device but not the primary menory of a zomputer. The
autonomy of an elemeat prohibits any external azcess to its internal
storage componants, It is the duty of the lozic associated with the
transfer mechanism, the logical coupdling, to determine what has to be
done with the data stored in the 'mail box'. It is thz2 receiving ele-
ment that decides, according to a well-d2finad two-party cooparative
protocol, whether to azcept the data or ast., The development of DISS

was guided by th2 idea that th2 'loose physical coupling' of the distri-
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buted system should be reflected in th2 struzture of thz model that is
supported by DISS, and that tha mcdeler snhould be provided with means

that will enable him to model loosaly zoupled lozic.

The basic and underlying assumptions in the development of DISS is
that all such FDP Systems can be mappesd into dirested graphs. The mode-
ler is left with the task of formulating his distributed system into a
set of unique discrete nodes, At the outset of tha experiment, when
establishing th2 network in preparation fur simulation the nodes are
placed in th2ir relative positions in th2 graph and are interconnected
by the arcs. Th2 mechanism used for transfering information along the
arcs enable the node to maintain its physical and lozical autonomy. The

mapping conforms to th2 topology selected by the modeler.

A.4 3. THE STRUCTURE OF DISS

The package has been organized as a set of subroutines that are called
by the model at various stages of the simulation experiment, to perform
those operations that are common to all FDP 3ystems. The DISS routines
are general in nature but they clearly addre.s thamszlves to systems
being modeled that dJdispiay the above mentioned charazteristies. The
routines are groupad into acztivity areas that are showa in Fig. 1, Each
node of thz system molel is capable of supporting any aumber of pri-
vately managed or shared resources ani is connected by means of arcs to
its neighbor nodes. Thes2 arcs carry the internodal communications for
the systen., The node of the network is designed to have its own zontrol
rules, and is determineld by the system requirements. Each node of the

system may be uniqu2 or all nodes may be identical. Howaver, there may
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be certain overall system control rules that are common to all nodes.
System transparency and element autonomy are the powarful levers of con-
trol that the model imparts to the nade. The degres of this control and
the style of its implementation is left to the modeler, DISS zives the
modeler the impression that he is using a language that is in both the
functions and data structures it provides one level higher than SIM-~
SCRIPT II.5. All these structures and functions, howaver, are obtained

by the use of SIMSCRIPT II.5 statements.

SYSTEM ESTABLISHMENT
STATE VARIABLES

EXPERIMENT CONTROL

LOCAL STRUCTURE ALLOCATION
TIMING

NODE COUPLING
REPORT GENERATION
DEBUGGING AIDS
STATISTICAL ANALYSIS

Figure 1 Activity Areas of DISS
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As a result of familiarization with DISS, the modeler should have an
understanding of the charazteristics of FDPS, thos2 services provided by
the package anl therefore a picture of how and when these sarvices are
called for from within the model. This then leaves tha modeler to con-
centrate on the needs of the particular system to be modeled and to
design the uniqua instances of natwork nodes. Therefore th2 amouant of

code that th: modeler need prepare and debug is reduced.

A.5 4. NODAL COUPLING

DISS regards th2 node of the model as a physical and lozical autonomosus
element. In order to enable the exchange of data betwazea two nodes DISS
provides means for the physical coupling of th=2 nodes that can be cont-
rolled by the logic of the nodes, th2 protocol. 1In the directed-graph
representation of th2 model th2 arcs of the graph represent the physical
coupling betwsen two nodes. A directed arc that goes from one node, the
source, to ansther, ths target, represents the ability of the source to
traasfer information to the targzet. In a discrete event model the
transfer of data from on2 node to another is associated with a3 change in
the state of the source. The information transferred describes a change
in state 1like ‘'start', ‘'end of message traansfer', 'task arrival',

'buffer full', 'server noat busy' ete,

DISS implements esach arc as a group of variables, an entity, that can
be considered as a 'mail box' into which the source writes and from
which the target reads, The arc coasists of a stanjard set of variables
and the modeler can increase the number of variables 3zcording to the
requiremeats of his mnodel. DISS considers two typss of information

transfers, active transfer and passive transfer.
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A.5.1 Active Transfer

When an active transfer of information takes place the data is stored in
the 'mail box' and an attempt is made to ALERT the target node., The
change in the state of th2 source is considered an External Event for
the target, The target might be waiting for this event ani therefore
has to be alerted as the event takes place. The data stored in the
'mail box' describes the change in the state of the source. Eaéh node is
provided with means by wWwhich 1t can dynamnically enable and disable
alerts of selectaed External Events., If ths avent that caused the active
transfer was maskad by the tarzet nsje the alert will be pendied so that
when th2 mask is removed th2 targzet node Wwill be alertsd. Th2 masking
mechanismn thus ensures the logical autonomy of the nodes. On2 node can
not force anothser node to do anything uiless the node wants to cooper-
ate, Th2 active traasfer of data is carried out by the ALERT routine
that receives the description of tha event via paramsters. The data
structures associated with the transfer are establishsd by the DISS

routines at network 2stablishment.

A.5.2 Passive Transfer

A node may be interested in mnaking certain state variables visible to
another nade while changes in thase variables will not cause an External
Event. In suzh z2ases 3 zhange in on2 of th2 state variables that des-
crib2 thase aspacts will caus? a passive transfer of data. The traas-
ferred data is placed in the 'mail box' by the ssurce no1e. The varia-
bles us2d by the passive transfer are zalled the INTER NODAL STATE

VARIABLES of th2 arc., Each incoming or outgoing arc is considered as a
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port of the node, The 1lata is sznt anid receivel accoriing to port num-
bers. Each input port can be assignad a3 priority so that the data

transfer activity can utilize priority sch2mes.

The nodal coupling of DISS Jdoes not rely on any strucztural depandency
between the source and target nodes. The ssurce node can transfer data
without knowing anything about the struzture of the target. Thus any twd
nodes that follow thes sane protozol can exchange information along an

arce.

A.6 5. THE PROCESS

DISS considers a SIMSZRIPT PROCESS as the unit of nodal activity for the
model., There may be a single Process type for all noies or there may b2
a unique Process type for every node. 1In all coanbinations of Prozesses,
they must all contain common struztural and interfacing statements that
link them to DISS. To control the experiment the modeler need prepare a
special Process, calledi Executive Managzer, (E4), that manages the
sequ2ncing of the completa expariment. Fig. 2 is a block diagram of a
typical Process organized to operate with DISS, The structure is capa-
ble of maintaining th= 1istinguishing characzteristics of a Fully Distri-
buted Processing Systemn. The fozal point of thz organization is the
loop struzsture that is controllel by the "WATT FOR ALERT" function.
This represents a genzralized "WAIT UNTIL" implementation and is th2 key

to the Process opzration (9).

The "WAIT FOR ALERT" fuaction of DISS =2nables thes Process to enter a

passive state until one of a naumber of eveats will take place. The
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“WAAIT FOR ALERT" mechanism is =2quivalent to a 3eneralizai "WAIT UNTIL"®

with a3 coniition that is a logzical conzatenation of the External Events

of th2 node ani of the internally schejuled nodal delays. Thz nechanisn

transfers the imperative scheduling of SIMSCRIPT into an interrogative
schaduling mechanism. The interrozative sch24uling of DISS is the foun- i

dation of th2 autonomy of the nsde.

} |

| PROCESS INITIALIZATION | |

o

=

| WAIT FOR ALERT ] ;
\l"
PROCESS
MANAGER v
.
X 5
EXTERNAL INTERNAL ;
ALERT ALERT !
MANAGER MANAGER |
- I
‘ v
I EVENT EVENT o
- FUNCTION FUNCTION TERMINATION
[ATANAGEMENT MANAGEMENT ONTROL
. ] )
PROCESS
CONTROL
OPERATIONS

Figure 2 Typical Proczcess Structure
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The Process is activated by DISS 3and is permitted to execute its ini-
tialization period. During this opzaration the Process uses DISS to
establish tha local struztures that will be used during the experiment
and to obtain from the nodeler any personalizing charazteristics
required by the node, Simulation may not hegin until all Process2s have
been initialized so it is convenient to have the Process suspa2nd at the
end of this interval., The "WAIT FOR ALERT" funztion serves this purpose

at this time.

As mentioned in the last section, the 2oupling mechanism has the
capability of alerting a Prozess when implementing an External Event,
The Process, 3s showa, is structured to receive three types of alerts;
External, Internal and termination. The2 External alerts are invoked by
neighdor nodes that communicate over th2 intarconnecting arcs and repra-
sent the termination of messaze transmission to this node. Internal
alerts are terminations of time delays that have been scheduled by this
Process while the termination alert is schaduled for all Processes by

the EM at ths2 instance of th2 end of simulation time.

At th2 entry to th2 'Wait For Alert' state from esither the initiali-
zation path or from thz iterative loop path, th=2 Process logzic invokes a
chack for the presaence of a psading alert. DISS provides the means for
automatically testing for th2 presence >f such an alert, in which case
the Process czontinu2s to executz2, or for the a%senze of such an alert,
in which case th2 Proczess suspendis, Oace suspzanded, the Process waits
for the next event to Jzcur., 1In czase the Prozess has been suspended,
DISS provides the automatic means by which an svent alert may resume the

Process.
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Waen designing the Process the moieler has sa2veral options for the
prozessing of cvent alerts, Thz2 nodeler can use 2ither a single mask
flag for global Process =2vent 2nabling or h2 may select the use of a
more sophisticated mask vector that would relate eazn mask element to a
particular event handiled by the Process. If the global mask |is
selected, DISS provides all support required. If the latter method is
chosen th2n th2 modeler must provide a3 routine, called EV.SELECT, in
which the coded eveat 3lert identification is match=1 against the
ralated enabling mask vector elenent. The saquence of selecting the
pending active event alerts for azceptance is determinzd by a scheduling
or priority algorithm suitable to th2 ne2ds of the Process, If this
invoked procedure occurred whien th2 Process was suspanied ani an active

alert is accepted, the Process is resumed.

From-Fig. 2 it is s=2en that once resumed the Process s2lects any one
of a aumder of execution paths that algorithmically describe the needs
of the node as 2 reaction to the particular wmotivating Internal or
External Event. The furctions are wmodular within the Process and are
simple to remove or insert., Th2 internal design of the fuaction is also
modularly structurad anil is simple to design and manipulate. In gen-
eral, the functions are used to generate additional acztivities: monitor
system, noje and function status; and make the requirei measurements
pertinent to th2 motivatine event. The modular function is then clearly
linked to the avent that caused the iteration through the Prozess. In
keeping with the SIMSCRIPT lanquage, eaczh Process and fuaztion may have
its own resources. The loop struscture and the nultiple parallel path

concept enadle the modeler to introduce simultaneous, concurrent time
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delays within the same Process. This can represent concurrent message

transnission over different arcs, »r consurrent utilization of multiple

L resources within thz2 Process.

Report gzensration at the end of th2 simulation run, psr Process, is
initiated by a termination =aveat sch2duled by the Executive manager.

The modeler is free to organize and print the parformance jata as best

suites thz model. The termination function should also handle the
release ani resetting of thosa SIMSCRIPT structures that would be i
required to permit th2 outer looping of addiitional system runs. Th2

Process may th2n be self destroyad.

A.7 6. SIMULATION STUDY WITH DISS

The interdepandent modeling concepts to repressat FDP 3ystems with the
use of the DISS pazkage have been described in thz2 preceding sections,
The various stages of formulating a simulation stuly of a specified sys-
tem can be visualiz=2d by a sequance of clearly Jdefined oparations. Fig.
3 shows th2 conceptuial, plaianing and implementation phases used to

achieve such 3 study,.

Tha system unider consideration either exists or is somehow spacified.
In either case a jetailed analysis of the system is to be maie so that
there is a3 2lear uaderstanding of the oparations esxecuted by thz2 system,
of the charazteristics of the system resources, ani of the nature o. the

workload. Th2 scop2 of the exparimental frame (10) should be clear from

the outset of th2 stuly, why simulate, what parformancze information is

expected from the studiy.
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SYSTEM ANALYSIS
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TOPOLOGY :
—> RUN

OPER. PARAMETERS 3

Figure 3 Phases of Simulation Study '

Once analyzed, the system is ready to be modeled. It is at this
point that th2 choice of simulation methodolozy is to be made. For the

instance of this papar, th2 modeler has SIMSCRIPT IT1.5 and is familiar

with DISS. The modeler should have a clear picture as to th2 alterna-
tives available for s=lecting the modeling units to represent the build-
ing blozk elemeats of the real system. The leading decision to be made
is hnow :many uniqQu=2 Process types are required to model the system,
There may be saveral answers, but one of them will give the optimal ove-

rall simulating conditions. The number of unique node types can have a
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direct effect upon the topolozy selected, so that th2 resulting topology

of the model may bear no> rasemblence to th2 distributed network used in
the physical system (11). Upon determining th2 number of unique noides,
the modeler is left with the task of using the system analysis informa-
tion to map the system algorithms into modular fuactions to be designed
into the node. Thase are to be groupad into 2xternally and internally
invoked events., Th2 internodal state variables for each arc may then be

defined.

The implementation phasz begins #ith th= coding of the fuactions and
the grouping of th2se modular sactions into th2 node Prozess shown in
Fig. 2. During this stage, the modeler places the various interfacing
calls to invoke DISS s2rvices. Wha2n the node Processes are complete the
modeler will organize thes Executive Manager Process. By this time the
modeler should have a clear picture of th2 s2quancing of the simulation
experiment, Thes2 global controls may offect the nodal functions in
which case th2 modifications are made to the nodes. Note that in this
phase of implementation both function and node Prozess are modular., It

is this feature that ensures the extensibility of th= model.

The model, written in SIMSCRIPT II1.5, is now ready to be run. It
ramains for th2 modeler to prepare the topology of the model in the
required format and to organize the pa2rsonalizing paramsters for each of
the node Procesges. thosa global parameters oriented to the modeled sys-
ten and those parameters required by DISS., When prepared, the prozran
is ready to be run, The modeler will manage tha experiment as bhest

suits the study.
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As can be sezen from Fig., 3, the preparations of tha paramneters infers

3 simulation run. Depending upon tha demands of the experimental frame
it may be possible to execute statistical analysis after a single rua or
it may be necessary to make parametric changes and rep=2at the run sev-
eral times before executing the statistical analysis. After the analy-
sis it is usually desirable to compare the results with aiditional topo-
logical configurations. In that case th2 loop into the topology is
used, the change in topology is made and the inner loop is rep=ated.
The topology loop may be repz2ated azcording to the needs of the experi-

mental frame.

It may be required to change the experimental frame which will cause
a change to ths model struzture. 1In that case th2 loop is extended to
the next level and the modular implementation features of the model will
permit a fast progranm modification. The model may then by reactivated
as thouzh from the start. The outer loop calls for a change to the

model concept with means 3 basic change in the systen analysis.

A.8 7. EXAMPLE

Assume that 3 simulation study of the following system has to be per-
formed and that the model of the system will be implemented using DISS.
The modeling phase of the stuly is presented step by step below. The
system to be modeled is a distributed processing system that consists of
a nunber of HOSTS that are interconnected by a m2ssage switching store-
and-forward communication system as shown in Fig. 4. The network is
made up of communication processors, CP, that are connected by full-du-

plex communication lines, Each CP has a finite buffer spaze into which




the messages are stored. Therefore the communication protocol performs
a 'space resarvation' step before a message is transmitted., Each HIST
receives an independent stream of tasks. Every task is assigned an exe-
cution site at which it will be served. This assignment is performed by

the resource allocation algorithm of the distributed system.

TASKS

CP ) COMMUNICATION NETWORK

TASKS
HOST

Figure 4 The Distributed System

TASKS

Given thz dJefinition of the system th2 modeling phase is executed by

the ensuing steps:
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A.8.1 Node Definition

The elements of the above system may be grouped into nodes in a number

of ways three of which will be listed heare:

1. Each element of the system defines 3 node, The model will

include two typzs of nodes.

2. The HOST and the CP are groupad into one node so that the model

has only one type of node. An input paramster will determine b

whether the node is a HO3T, a CP or both, 1
3. A HO3ST defines one typa of node wh2reas 311 the communication j

processors of the network are group2d into a s2coni node type. f

This sz2cond node will represant th2 entire network. 1In this case
the topology of the nztwork will be represented internaly by this

node,

The selection of a mapping scheme depands strongly on the experimentel
frame of the study. Each of the above schemes can be considered as the
best under the requirements of a different study. One scheme may be
more modular whereas another one may have a more efficient implementa-
tion, A detailed analysis of the above schemes is beyond the scops of
this paper. For th2 purposzs of this exanple it will be assumed that th2

first scheme has been s2lected.
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A.8.2 Internodal State Variables

After the elements are grouped into nodes th2 External Events of each
node and the internodal state variables have to be defina2d. Each arc of

the model will include the following state variables:

1. BUFFER.FULL indicates ths state of th2 messaze buffer of a CP.

. WAIT will be 52t whenever th2 node wants to transfer a message

N

along the arc and the buffer of ths target node is full.

These two variables are used for the passive transfer of state informa-

tion between th2 nodes,

A.8.3 External Events

Th2 External Events of the CP nodes will be tha following:

1. START OF MESSAGE ARRIVAL. Th2 source node has started the tran-

smission of a message.

2. END OF MESSAGE ARRIVAL. Th 3ource nosie has terminatad the

transfer of a message.

3. BUFFER AVAILABLE. This 2vent takes place wh2never ths state of
thz buffer changes from full to available and the target node is

in a wait state.

The set of External Events of the HOST node Will include only two out of
the above three events. The START OF MESSAGE ARRIVAL Event is not con-

sidered as an External Event by th2 host, The reservation step per-~
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formed by the CP as a result of this event are not part of the host

functions.

Note that this structure of the model gives ths CP full autonomy in
allocating available buffer space. By means of the BUFFER.FULL variable
and the BUFFER AVAILABLE event it can select which waiting CP will be

given a buffer space that has become available.

A.8.4 Internal Events

Before eazh node zan bz implemented as a process the Internal Events of
each node have to be defined. Ths HIST node includes the following

Internal Events:

1. END OF MESSAGE TRANSMISSION. This avent represents the delay

associated with the transfer of a message.

2. END OF TASK EXECUTION. The end of the execution period of a task

is represanted by this eveant.

3. TASK ARRIVAL. The arrival procedure of tha tasks is modeled by
this event. The arrival of one task causes thz2 schaduling of thz

next arrival.

The CP has only th2 END OF MESSAGE TRANSMISSION 2vent. The above set of
Internal Events enable thz HIST to control a number of service-resources
simultaneously. Th2 CP can simultaneously transfer a number of messages

along different arcs.




In this example the outline of a model of the above iistributed sys-
tem was represented. it is clear that the molel defined above is aot

the only way such a3 system can be modeled ani implemented by DISS,.

A.9 8. CONCLUSIONS

In this paper, the authors have shown that by using an integrated design
concept the modeling effort of Fully Distributed Processing systems may
be minimized. The loop struzture of the node, the "WAIT FOR ALERT"
implementation, the loose coupling of th2 nodes and the timing mechanism

of DISS form that integrated coancept.

The DISS package has been in oparation for some time now. The exper-
ience of the authors indicates that its use has considerably enhanced
thz challenge of modeling suczh systems. Two mnajor simulation stuiies
were undertaken with th2 use of DISS: The first was a stuiy of the ETH-
ERNET. Besides preparing an Executive Manager, thz ETHERNET system was
conveniently modeled into two Processes, the 'Pnysical Layer' and the
'Data Link Layer'. The latter Process can th2n bYe used for as many
nodes as desired. Th2 topolozy ended up as 3 star network with the
'Physical Layer' as the focal point. The complete basic moiel was then
replaced by a lunped model (10) of the system to compare the system per-
formance under th2se two modeling conditions. This exparimeat was tha

basis for testing three load balanzing algorithns (11).

The second system is a model of the SDD-1 Conzurrency Control Algor-
ithm representing a fully distributed multiple copy data base systam.

Again, besides the EM only two Prozesses, the 'Transaztion Manager' and

s St il
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the 'Data Manager' were written. Thes2 models have bean run for differ-

ent numbers of noles and in saveral network topologies.

i Continuad work with DISS will broaden th2 library of routines availa-
ble to the modeler aand will include sets of modular nodes and modular
functions, Additional simulation aids in th2 field of report generation
and statistical analysis will enrich the package and offer the nodeler a

wider range of options.
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Appendix B

SCAN - BLOCK DIAGRAM

it
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ILeaveI

[find IP, M, with MIN.PR|

Y if N

M=READ

<::> Lremove M from CMS]

if class(M) if class(M) For e2ach IP READ with
Tim=zout not sat, Tim=20ut s2t, class(M) in unmet RC:
Set Timsout Resat Compute na2w PR ;

lEpdate the C{, v

M=

Possible'Deajlock:
Set Deadlock Flag, ‘

Find WRITE, W, with
TS(W) = PR(M). File M ia DA Queue IDestroy NY 1
Let M = 4. If DA available, Sched.
an acc2ss for first in
Quaun, i
Go to A

CMQ(CLASS(M)

> Go to SCAN
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S s 1554445 02- ®~-EZ FAGE- 1
RCMFQ NRw LvWw  wWCMC StRVICE CCMPL RESP SY$ NCCE REJ
C.7 (v (MG QoF TIME TIME TIME TINME
Ssritsssssirsasazaiasassiasisssascsssssismasseiasriascazzessanzanzs
Ce Sé.2 11040 1208 4].¢ E€og £eC 41.¢ 4
TT5.4  145.5 12545 Ce  117.5 116.6 106.3 117.5 2 -
TTTC. 14002 144e2 C. | 2643 13442 B4.B  SEeE 4
T66.7 217.1 217+l 0. S8.2 20741  87.6  SE.2 4
T101.4  220,0 22040 0. 13544 203.C  118.2 13%.4 32
TTT0. 2344 <3244 Ce | cEe5 22244 82,6 S4e2 4
TTTCe 1S1.2 302e3 1111 12444 19042 8.2 124.4 1
T120.C 320.7 320.7 0.  147.2 21047 125.4 147.2 2
TT8E.3 323.4 323.4 0. 11641 31344 1CC.4 11641 1
TTT0. 333.4 33344 Qe 2343 3zl.4 15,2 30.8 1
TTTC. 34,4 34344 Ce | 2640 332,10 4.0 2.3 1
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# ¥5287001 1L - 2 n1ss

PUN NO. 2 ¢ SIMPLE MCDEL o STATISTICS CALY

TAPUT FUR THE RUN

TsSsET==s-c=zT2====S

TIME UNITS MILLISECCNDS
NUMBER OF CLASSES IN THE SYSTEM 4
MAX ANUM CF FRACMENTS PER SET C
AVERAGE LENGTIH CF A CCANTRCL MESSACGE Ce50 (UNITS DOF TIMED
FATCF SIZE 2%
CONFIDENCE LEVEL C.S50
ELAGS
TRACE FLAC
TRACE NRIVFM SLAC O
LCG FLAG
PROYCCOL ANUMBFES
CLASS 1 Z 3 4
PRCTCCOL 1 2 3 1
FOMNFLICT CLASS MATRIX
] Z 3 4
1 C 0 0 C
2 1 C 0
3 ¢ 0 0 1
4 o] o] C 0
ﬂEQE___ CFQREEIERIZAIION
TRAN S Av S CAln S REAC
FFCS INT € PRCGe E ACCES S TINME DLYT TIWME
NONELID TYPE CLASS ARR E  LENCTE E TIME E Cut PCR STAM|
(EXPDY D (EXPCY ©C (EXPC)Y D (FIx) FLC NELY
1 ™ 1 100.0 4 2e0 100.0 1 «200
2 v 2 100.0 6 20 7 10C.0 H «2C0
3 ™ 3 1CC.C & 2.C 10C.¢C
4 ™ 4 100.0 10 2.0 M 1000 ] « 200
S cv 3.0 2 1CC.C
¢ 10].4 3.0 3 100.0
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ME2BTCOI FILE - 2 C 1S5S

SYSTEM PEFFORMANCE RESULTS

SR TEISSSTSIS=uEszsZIszIS=e=EE

SIMULATICN TIME = 1C0000.0 UNITS

YP NCDBE STATISTICS

TIT=TIT=2ZITs=s==zTT

NiiM TR ANS AVG # * CF AVG KESIC

ALY TRAN ¥ Qe WALIT. REJEC Tw RESPO | B4
Ic cImp TINMF TR ANS TRANS LTIL. VIME STC

] q‘ll 14.(70 0[37 C. 0309 45.9‘13 ‘0@0135

2 129 384455 «383C 28140 572 1CSe1Ca 4T8¢ ¢

3 c2¢ 11elcC «321 1C.£63 521 8l.EC2 41,73

- 94 3 £t 2JEE Coe o219 G e2C2 231
LM ONCPE STATISTICS

KEAC WRITE

NCDY cMQ cvQ
Ic TIive TIME

5 38,581 TeS7C

& 2€,tG 3 Te€47
TLEAL STATISTICS
NUMHER CF YRANSACYICNS ARRIVEL IN SYSTEWM
MNUMHER CF TRANSACYICANS PRCCESSEL (AFTER WRITES?
HUMPER CF OTKRANSACYICNS REJECTEC
NJMBER QF MESSACES SENT PER TRANSACTICN 4, AVG (INCe NW)
AVGe SYSTEM TIME PER TRANSACTICN 8
AVNe TRANSMISSICN TIME PER TRANSACTICN (NCT INCe NW? 1
AvGe RESFASE TINME PEP TRANSACTICN 63




S S 1€440641 04~ 5-E2 FACE~- 3

RESPC BATCH RELATY NUM
Rpo 1INME AVG FREC | CF
E STC SiC IN ¢ CORR BATCHES
5 e943 4641135 17.1¢1 1Ce223 -eC€1 2E
BelC4 47362 11,01% 3. 186 « 020 FAS
1.8C2 41.73 12.012 40135 -»1317 ] -
Be2C2 33816 100313 Se807 -e(54 37
P
¥
3615
35€2
3¢7
8.¢858

89.0241 UNITS
1846173 UNITS
€3.78SE UNITS

THE RUN NEECED 5598 CPU SECCNCS







